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Abstract

This paper describes different interactive, non photistaltech-
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The answer, however, may vary in interactive applicatiasnf
time to time and scene to scene with the dynamic change ofithe v
tual environment. As a consequence, interactive applicatsuch

niques which can be easily applied to video games. Based on aas video games may be equipped with an arsenal of styles to sup

study of art and games, an emphasis is put on considering bR t

as basic elements to provide different styles and moodrieey
different emotional and experiential representations gdime. We
restrict ourselves to screen based effects, which permytexist-

ing game to use our framework with practically no integnaiiost.

This allows us not only to comply with user preferences irdegn

ing style, but also the creation of multiple gaming expesenout

of the same game. We show the resulting effects in an in-house

videogame and in standard Unity demos, and show how the users

can change the style of the videogame by means of a menu.

CR Categories:
Enhancement

1.4.3 [Image Processing and Computer Vision]:

Keywords: NPR, Video Games, Art, Perception, Art and science.

1 Introduction

Nowadays, advertising, movies, illustrations, video ganmages
in general are invading our lives. We use images to transmit a
message which can be informational or emotional. Realistic
ages often contain too many details disrupting the infoionato
be delivered. Thus, artists often simplify images hightigdy infor-
mation using an image stylization. The main reason of thevgro
ing use of stylization consists in giving sense to these @aay
highlighting important elements to deliver the desired sagg. In
computer graphics, this can be realized in the Non-Phdtetiea
Rendering (NPR) field also called expressive renderingids to
combine art and science and is based both on technical anid res
quality. The important point consists in choosing the béfgices
corresponding to the message we want to deliver [McCloud]199
Thus, NPR needs that artists and scientists work togetheslte
problems related to graphics. While an artist uses toolseate a
painting, we have to generate automatically these tootsffer the
style of the painting. However, defining a style is not easyalee
there is no precise definition for a given style which couldrag-
scribed to computer science. Some researchers have tridite
style [Willats and Durand 2005] by describing differentteyss and
finally the high level question which remains is how to chothse
line, detail and abstraction level depending on the messageant
to deliver.

port the requirements of changing abstraction levels. rinétion
transfer, on the other hand, might not be the only goal ofalisu
communication, it can also serve as an attractive tool fodpect
selling which is especially true for video games.

Animage style, irrespectively of whether it is realisticstylized, is
transformed into the language of computers by defining tidihg
blocks of the programmable rendering pipeline and feedmgnt
with input. The graphics pipeline basically consists of tmain
steps: changing and projecting the scene geometry into ax2De
while performing lighting calculations, and to modify pbalors

as regular image processing. The first step operates on-ttedled
object-spacethe geometric and material description of virtual ob-
jects, which gives a high freedom to define the final style &-sp
cific objects. On the other hand, this freedom also bringsadgo
deal of tedious work when the style has to change for theeentir
image, since modifications have to be applied to many difftesb-
jects. Contrarilyscreen-space methotisve 2D image(s) as their
input (might as well including limited geometry informatiéan G-
buffers) meaning that the overall looking of the rendereages can
be modified with relative ease at the expense of limited foeetbr
selective stylization. Nowadays, most game engines stjpost
processing effects, turning screen space methods intoap cred
powerful tool for stylization of both under development amdist-
ing games, which served as the motivation for our study.

This work addresses the topic of seamless integration déssty
into interactive graphical applications by gathering destlon of
screen space stylization methods that can be applied onxisty e
ing video game. We applied these effects on games creatéd wit
a well-known game engine, Unity [Unity Technologies 201i8],

a non-invasive manner. Our work is also motivated by theitgbil
to replay a game and the pleasure to rediscover it by charlyeng
stylization and/or the mood. This principle is in the samey\aa

the interesting and well know possibility to change the diffiy
level. Our paper is organized as follows. In Section 2, wegmé
different artistic principles from contours to colors,|teled by the
discussion of the related work in computer graphics and iewesf
video games and films using NPR methods in Section 3. Next, sec
tion 4 summarizes the main characteristics of our targefgta:

the Unity game engine. Section 5 offers a collection of ¢ffeait-
able for real-time applications. We present our resultseictin 6,
including tests in different games, performance analysi aser
study. Finally, we conclude our paper in Section 7.

2 Art and Perception

We are surrounded by tones and contrast variations, theegby
lution has made sensitivity to contours (i.e. abrupt chanige
the level of light intensity) the cornerstone of our visuargep-
tion [Marr and Hildreth 1980; Koenderink 1984; Palmer 1999]
Contours are also present at the higher levels of perceptiben
they are not drawn, the human visual system tends to imalgaset
contours to dissociate the different objects observed. dlthdt,



our brain reduces the number of information keeping onlybtsc
ones. Artists have understood that drawing contours isiliseéx-
press ideas and emotions and that shape and inclinatiomef edn
provide a large range of emotions [McCloud 1994]. Contouay m
serve two purposes: they are, by themselves capable oftuhgpic
abstracted objects that our brain is able to recognize,@aititour
perception process by enhancing visual details (e.g. giittes or
texture lines) on an image with great diversity in color aexture
(Figure 2).

The principle is similar for colors. The more numerous thio
are, the more different our respective perception can beveer,
even if our perception is different, we usually agree on soore-
mon symbolism that permits to create atmospheres whichanzsec
specific psychological state. For example, dramatic atimergpcan

be produced with brown and dark blue; green and dark bluetdeno
mystery; violence is usually represented by orange, redfiaed
colors when threat is depicted by ochre and brown. Sweengree

or blue and pink harmonies can convey a sentimental mood [Duc

1983]. Figure 1 shows two images in which grey tones are used t
highlight the red parts referring to the blood. In the secimnage,
the brown colour adds to the creepy atmosphere.

Figure 1. Left: drawing made by Pierre Le Pivain aka Le Pixx.
Right: drawing made by Alain Brion. Images used with perioiss

Ambience is also created by the light and shadows. A very com-
mon stylization of comics can be seen in Figure 2, shadows are

represented using hatching or black flat areas. Lights aadosts
may also be a great help in understanding scene geometryrand p
duce different sensations of depth. For example, an obligix
(45 degrees) produces an ideal depth perception while alfgin
removes it completely [Roig 2010].

Colors also permit the creation of the illusion of depth.ustra-

tors and designers often use the detail level and the desiatuiof

colors for this purpose (see Figure 3). They also emphasipthd
with the decreasing thickness of contours at the backgr¢sed

Figure 2).

Another aspect of visualization is the viewpoint and pectipe.
Rob Pepperell discusses in [Pepperell 2012] the problenowfth
depict the relative indistinctness of peripheral visiorcampared
with central vision, and the appearance of our bodies in eld &f
view. He comments that when artists like Paul Cézanne ancevit
Van Gogh attempted to depict the visual periphery they didato
with blurriness but by passages that became increasingfyresl
and indistinct moving away from the centre, a kind of pailyter

Figure 2. Comic panel made by Pierre Le Pivain aka Le Pixx.
Image used with permission

Figure 3: Top: lllustrations by Alain Brion: details disappear with
depth, and desaturation is used at the background. Bottohe T
Meadow of San Isidro on his Feast Day by Francisco de Goya:
Desaturation and lack of details in the foreground; desatiam in

the background, and darkening in the middle ground. Imagesiu
with permission.

scrambling. He adds that in painting, cinema, photograghyg
computer graphics our images of the world are constructéfdiaes
were looking through an invisible window or frame, which we a
observers are “outside” looking in.

The currently applied set of these depiction tools deteesnithe
actual style and abstraction level of an image.



3 Related Work in Video Games, Video Pro-
cessing and Films

Screen space post processing effects, such as bloom, tgEma

or lens flare are part of every decent game engine, with easy ap

plication and combination. Surprisingly, despite the gdigersity
of effects developed by researchers so far, game engingaircon
almost no screen space NPR effects at all. Video games usimg n
photorealistic effects had to create their style from they \aegin-

ning of the game development process. Good examples ofréhis a

the comic-likeXlIll andMadWorld or Okami a video game made
in the style of Chinese paintings.

NPRQuakdBakke et al. 2000] is a version of Quake in which the

and GPU shaders) orefab containing the different objects re-
quired for rendering more complex effects. The effects Hzaen
classified in a coherent library (a.k.ainitypackagg which can
be imported into other Unity projects. The procedure to add o
effects to a new game basically consists of importing our NIiPR
brary of effects, dragging the correct effect scriptpoefabto the
active camera in the scene, and setting the tunable pananetae
object inspector. Multiple effects can be added, althougbome
cases care must be taken to use the correct ordering.

5 NPR Effects for Games: Our Case Study

In [Durand 2002], F. Durand explains that “the relation betw

authors tried to develop a game engine where the user is @ble t the object-space scene and the 2D picture can be quite comple

create NPR rendering styles in a non-invasive manner. Hemvev
given the framework of NPRQuake, it is only possible to gtyla
part of it.

Two video games using NPR to help the user to perceive iriteges

and that picture generation is not unidirectional, but imes many
back-and-forth exchanges, feedback, constraints, arld bylang
the scene and the picture. This is related to the compleXitheo
human visual system, and to the dual nature of pictures, teath
objects and representation of an objective scene.” Screates

ObjeCtS or danger are Tomb Raider 2013 and Assassin’'s Creed 2 methods Common|y Operate on a set of 2D imagesl inc|udir$ﬁth0

The survival instinct (highlighted parts) of Lara Croft caa used

generated by the rendering engine such as the color, deibror

to detect walls she can cling on. In Assassins Creed 2, the eag mal buffers and output the final, stylized 2D color image. As-p

vision is used to detect enemies (in red), allies (in blug) tre
target (shining).

Also, some online games like Second Life propose to the teer t

possibility to change the mood of the scene in a specific menu

with predefined styles or changing each parameter (water,siy
color, cloudyness...).

viously explained, images have a purpose. Thus, the idesisten
in optimizing the image to transmit the desired messages iEhi
the reason why games and softwares should allow users topitte
different stylizations and adjust their preferences ts8atheir re-
quirements. Softwares like PhotosHopr Gimp [Gimp 2013] offer
many stylization possibilities. However, filters cannothieed au-
tomatically in the same layer. We think that such filters $thaot

In some films, similar NPR techniques have been used in post- be stand alone application but easy to blend to be convincing

processing to change their appearance. Since there areaho re

time restrictions, more complex algorithms can be usednipkas
include Alois Nebel [Lunak 2011], A Scanner Darkly [Linkda
2006] and Rennaisance [Volckman 2006]. Recently, timeecatit
abstraction techniques have been demonstrated on lovwtiesol
video [Song-Hai et al. 2011]. They use face detection toadete-
portant areas and guide the edge detection thresholdscaDfbtiwv
provides coherency in the segmentation labeling. Exanmpégyes
or videos can be used to set the color palette. 352x288 vateld(
fps) can be processed in real-time, providing a cartoondispear-
ance.

4 Implementation Framework

Since current computer games are becoming quite compléx sof

Thus, we propose in this section, a variety of screen spatieoahe
used to modify the style of the rendered image stream as post p
cessing, suitable for video games which implies the requérgs
of real-time rates and temporal coherence.

5.1 Edge Enhancement

In order to convert an image into line drawing or enhanceildeta
object silhouettes or texture lines have to be identified firschni-
cally speaking, a so calleztlge maps generated where each pixel
denotes whether the corresponding pixel of the color imagelge
or not, which can be either a binary value or a floating poitiea
denoting the edge strength, creating smoother lines.

ware, we have designed our effects so that they can be uskd wit 51,1 Geometric vs. Texture Edges

only small modifications to the games. The effects are cdeate

as post-processing effects running mostly on graphicsessinog
units, in order to provide easy portability to different ginéc en-

gines and architectures. In particular, we have integrétede
effects in the Unity game engine [Unity Technologies 201Bj.

Unity, agame is defined as a set of scenes in which differeptgc

objects are created, evolve and are destroyed accordingptans

put, behaviour scripts and physics. Objects can be linkedhier-

archy tree to create compound objects, or storedoasfabfor easy
cloning. The game may be run inside the Unity editor, or coedbi
into a standalone program. Unity supports creating Wind@®X,

Android, 10S or Flash applications targetting PCs, mobHenes
or web.

One of the possible types of scripts for cameras is a postegsing
effect, which renders a full screen quad on top of the cune,
using GPU shaders. The previous contents of the frame harfig:r
other related information (textures, depth and normal ntaj) are
available, and these effects can be chained. Each of owt&ffen-
sists of either one parametrized script (with the requiredures

There are two main approaches for edge extraction. The fass ¢
of methods tries to mimic artists: lines follow object sillaites
and main geometric features, ridges and valleys, resuitingj-
ject space methods. However, through the use of depth amaahor
maps, screen space methods may perform limited object sp&ce
culations. A common technique is to apply standard edgetiete
operators on the depth and normal maps to obtain geometnic co
tours. The second approach follows a perceptual viewpdhe:
sensitivity of our eyes to abrupt changes in light intenaitifizing
classic edge detection methods of image processing segrfir
pixels of high gradient magnitude. While the first classe®lon
geometry information and thus better depicts shapes, iptetely
forfeits texture information. In contrast, standard edgéedtion
methods provide a less clean representation of shape e¢entou
texture details are preserved. The combination of bothcgmtres
preserves only their benefits [Redmond and Dingliana 2009a]

1Adobe Photoshop: http://www.photoshop.com



5.1.2 Aesthetic Texture Edges

Among the edge detection methods, variations of Diéfer-
ence of GaussiaflDoG) filter proved to give the most aesthetic
results [Winnemdller 2011]. From a signal processing view
point, DoG is a band-pass filter, approximating the Laplack
Gaussians and has a biological relevance by providing a intode
the activation mechanism to certain retinal cells [Youn87]9 The
popularity of this method comes from several attributesmiost
cases, it creates more connected edges than other methiathsisvh
more suitable for illustration purposes; edge thicknesshmeas-
ily controlled by the kernel size and the variance pararset@nd
finally, with simple extensions, it can produce a variety @fidinc-
ing effects and styles by itself [Winnemoller 2011] suchpas-
tel, charcoal or wood carving. In our framework, we adoptesl t
separable, flow-based implementation proposed by Kyfissit
al. [Kyprianidis and Dollner 2008] and the extension pregd by
Winnemoller [Winnemoller 2011], simplifying the paratees into
one unified thickness parameter.

5.1.3 Edge Colorization

Edges are enhanced by changing the color of the pixels dogord
to the edge map. Edges are most commonly drawn with ink color
(mostly black or blue), but arbitrary color may be used. Awiin
esting, brush stroke effect is achieved by setting a cohiark-
ground for non-edge pixels while using the color map as edige ¢
(see Figure 6).

5.2 Texture Simplification

Starting with the pioneering work of Gooch et al. [Gooch and
Gooch 2001] and DeCarlo et al. [DeCarlo and Santella 20@2], r
searchers have been focusing more and more on one impootnt g
of NPR: creating visualizations which emphasize the mogioim
tant parts of the scene. Since the real world (and therelagés
produced by realistic rendering) is visually very completevant
information content is suppressed by unimportant det&tsdies
show that automatiomage abstraction methodavolving image
simplification steps to reduce detailedness of textures@relcom-
plexity can improve user performance in e.g. recognitioeearch
tasks [Winnembller et al. 2006].

5.2.1 Detail-preserving Smoothing

These methods aim at removing irrelevant texture detaildewh
keeping relevant ones. But what detail is considered asaei@

to the filter output, better preserving edges. The amounteef d
tails preserved is controlled by the variance of the Ganssiac-
tions and the number of iterations the filter is applied. Titetdral
filter can be well approximated with a fast separable impleme
tation [Kyprianidis and Ddliner 2008] at the gradient aagdent
directions. It is applied in the CIE Lab color-space to avatbr-
bleeding artifacts [Tomasi and Manduchi 1998], typicatgrated

1 — 5times.

5.2.2 Color Quantization

Color quantization reduces the number of colors used in an im
age. Its most important applications are image compressith
displaying images on devices that support a limited numbeole
ors. However, since it applies compression, it simplifies ith-
age as well by further smoothing flat regions making it suétab
for image abstraction. We used the luminance quantizatietihoad

of Winnemoller et al. [Orzan et al. 2008]. This work intraehal
smooth quantization that can control the transition shesprbe-
tween neighboring quantization levels. Transition shassnmay
be guided by the image gradient, thereby, sharp transit@was
kept around edges while for low-contrast regions suddengdsm
are spread over a large area making them less noticeabledmetw
frames.

A side effect of quantization, especially when it is used am-c
junction with smoothing and the number of bins is low (tyflica

8 — 10), is the introduction of fake edges producing a toon shading
like effect. This is often more beneficial than problemaéspe-
cially when a cartoon-like style is preferred. In fact, imapstrac-
tion can turn an image into comic-style [Orzan et al. 2008kprv-

ing original color tone of surfaces, but as opposed to toamisiy,
object materials do not have to be replaced.

5.3 Shadow Recoloring

5.3.1 Increasing Contrast

As presented in section 2, many kinds of lighting effects ex-
ist [Parrambn 1987]. Based on art history and on a study of
Sauvaget et al. [Sauvaget and Boyer 2010], we propose aliffer
effects playing with lighting effects. Artists use light tocrease
contrast between image areas. For example, Chiaroscumoitee
consists in catching the viewer eyes in specific parts of #ieting

by creating violent contrasts between shadowed and lispamt-
pressionists remove very dark colors in their paintings cemte-
sent enlighted objects with pastel colors and smooth cststraari-
ations whereas shadows are represented by bright coloesc&m

There is no general answer, it depends on the message we wangso notice that shadows are often represented by blackréas a

to communicate. However, as our visual perception is seadib
high contrast details there is a high correlation betwetarimation
content and pixels of an image with high gradient magnituiie.
tomatic methods rely on this observation and dampen weaésedg
while preserving sharper ones. Recent real-time methaalvars
ants of the bilateral filter [Winnemoller et al. 2006; Kygmidis and
Dollner 2008], the Kuwahara filter [Kyprianidis et al. 2Q@® they
are based on image flow [Kang et al. 2009; Kyprianidis and Kang
2011]. In our framework we implemented the algorithm of Win-
nemoller et al. [Orzan et al. 2008] iteratively applying thilat-
eral filter, since we considered it also capable of producmge
cartoon-like images like other methods. In its most commsa, u
the weights of the bilateral filter [Tomasi and Manduchi 10&8

a product of two Gaussians: one is defined in the spatial dgmai
the other is in the intensity domain. The intensity-dependaus-
sian weight ensures that neighboring pixels placed on tine séde

of a step-like signal as the center pixel get higher weightdew
neighbors from the other side of the edge give less contobut

in comics. Sometimes, illustrators use the complementalgrs to
enhance the contrast between light and shadow.

Considering these descriptions, creating a chiaroscunsisis in
modifying the value (HSV model) making the parts of the image
in shadow darker and the enlighted parts lighter. Impressio re-
quires decreasing the saturation and increasing the valoeeate
pastel colors while bright colors are created by increatiegsat-
uration and decreasing the value. For comics stylizatibadew
pixels can be turned in black or each pixel can get its compiem
tary hue.

5.3.2 Shadow Extraction

In order to perform color modifications we first determine ethi
pixels are shadowed and create a binsimadow image While

a minor modification of the rendering code to catch the moment
when shadows are applied on a fragment would also work, here w



focus on non-invasive approaches. Furthermore, the weva-
proach might become time consuming if the rendering engires d

5.4.3 Blur

not allow access to shadow maps generated by build-in shader When also the contrast details of background objects agssfin-

We found the naive non-invasive approach the most flexitiéch
renders the scene twice with identical projection pararsetece

portance, background is often smoothed in artistic degisti Sim-
ilarly to detailedness in color, objects richer in contrdstails can

with and once without shadows and then compare the two imagesattract user gaze [Redmond and Dingliana 2009b]. As the atmou

in a post processing step. When deferred shading is supployte
the rendering engine, we can the eliminate the doubled geome
ric complexity by sharing the same G-buffers for the twoididt
rendering passes. We note that this approach is suitabjefanl
dynamic shadows, as standard pre-computed light mapsrifse i
mation about light source visibility.

An alternative approach is to use purely 2D image procesait)-
ods. These in general rely on the fact that shadowed surtaees
darkened and, thereby, apply intensity thresholding. As>am-

of details preserved is controlled by the parameters of pdegerv-
ing filters (see Section 5.2 and [Redmond and Dingliana 2007]
depth-based parametrization of these filters can prodgteshab-
straction level for the background objects. More specifjcal the
case of the method of [Winnemoller et al. 2006] the varigraram-
eters of the spatial domain and intensity domain Gaussiansfihre
responsible for the amount of blur and the strength of detaié-
served, respectively [Tomasi and Manduchi 1998], thuseasing
both by the pixel depth results in an increased abstraction.

ple Sauvaget et al. [Sauvaget and Boyer 2010] compute algloba g 4 4 contour Thickness

threshold based on the mean and the median light intensityeof
image, pixels darker than this threshold are classified adastrs.
Note that as scene geometry is not considered lit surfacde wfa
darker materials may also be selected as shadows.

5.4 Depth Sensation with Varying Abstraction Level

Such as atmospheric effects, fog or depth of field are indspe
able for realistic depiction of farther objects, artistsdagheir own
ways to create sensation of depth. Since the most of theisamges
is placed in the foreground and farther objects serve asahk-b
ground of the main action with less important details, audion
level increases with the distance from the viewpoint. THatie@n
between depth and abstraction is guided by two parameténeaa
scaler (to set the focus level) and an exponential coeffi¢terset
the change rate). Depth quantization is also employed @ie
layered-like look. This section shows a few examples foucaty
scene complexity by the depth with changing the main comptsne
of a style: color, texture and contours.

5.4.1 Desaturation

Artists often use less saturated colors to distract the efisvatten-
tion from less important parts of theirimages. It was showRbd-
mond et al. through both task-based and eye tracking expatim
that desaturation can indeed attract the user’s gaze [Rudlienad
Dingliana 2009b]. An important benefit of desaturation canmy
to smoothing methods is that only richness in color shadetoat,
but most high contrast details including silhouettes ass@ived,
so information about object shapes still exists in the aitpu

Saturation can be directly modified by converting the piabc
into HSL or HSV color spaces. In our implementation, we allow
the modeler to set the depth which is in “focus” (saturatoanaf-
fected), fragments farther or closer from this point areatigmted,
based on the linear distance from the focus point. We alsd use
a gamma-correction with user specified exponent to conial h
fast saturation changes with depth. Additionally, an amldinear
quantization is added to simulate a background built up oérse
layers, commonly seen in comics or cartoons.

5.4.2 Background Atmosphere

Another, commonly used technique by artists is to give aroatm
sphere to the image by using the same hue for the backgrouid, w
varying saturation levels [Sauvaget and Boyer 2009]. Oiintipde-
mentation level this can be simply done by specifying the fane
backround pixels in the HSL or HSV color space.

Contour style, including variations in thickness variesnirartist

to artist. However, as the study of Goodwin et al. [Goodwimlet
2007; Hertzmann 2010] showed, the contour thickness drawn b
a great fraction of artists shows similarities with the sdiech
isophote distance. Although the formula is computatigh&do
complex to handle it in real-time rates, it also shows thatt@or
thickness for the same objects is inversely proportionaldpth,
similarly to the method proposed by Gooch et al. [Gooch et al.
1999]. This latter depth dependency is easy to implementyeas
used an edge detection method with controllable thickrigsstion
5.1).

5.5 Color Palette Modification by Example

The color histogram of an image determines its overall mdbakt
current game engines are equipped with basic histogramficedi
tion methods (e.g. tone-mapping, grey-scale conversiamnga
correction, bloom etc.). However, the possibility to chama im-
age’s mood with these tools is very limited. In addition, tiaéve
definition of a flexible color mapping would require tediousriw
from the game designers and artists. In terms of human wokk, o
of the most efficient ways to specify a very high dimensionats
is modeling by exampleAutomaticcolor style transfermethods
follow this idea by letting the user to specify example im@yeand
the color palette of the input image is adjusted to have alaimi
color histogram as the exemplar. Although color transferanaide
range of literature, due to their high computational comipyeonly

a very few methods are applicable in real-time. We note thbt o
application of the color style has to be real-time, ext@achf the
style information (e.g. average color) may be performediné.

A simple and fast approach was introduced by Reinhard et
al. [Reinhard et al. 2001]. This method adapts the averalyg co
and variance of the input to the exemplar. Different colacgs
such asLag [Reinhard et al. 2001] or oRGB [Zhao et al. 2009]
may be used to compute the average and variance to get glightl
different results. Pyramid reduction techniques are comynased

as an efficient parallel implementation for computing therage
and variance [Szirmay-Kalos et al. 2008].

5.6 Discussion: Rendering Quality and Abstracion

As the reader might have observed so far, none of the effects d
scribed in this section are able to enrich the image with netaits
not contained inherently in the input of the post procespipgline
(except the fake edges of quantization). Edge enhancefoeex-
ample, emphasizes changes in local contrast, but does oui e
new information. Many effects on the other hand, espectathge



Figure 4: NPR effects together with post-processing filters for im-
mersive displays, showing the menu to change the effeganre.
The menu will appear in front of the user in the correspondieg
vice. (a) Immersapod (b) Spherical Dome.

of Section 5.2, may eliminate fine details produced by thdeeng
pipeline with great effort, which may seem contradictonydded,
a similar effect could be achieved by using a simpler detorip
and illumination model of the scene, however, fine tuningahe
straction level in object space would conflict with our gobpm-
ducing a set of styles with as few work as possible. Neveztisl
a very beneficial consequence is that a lower quality of nénde
settings such as lower geometric level of detail, textussligion
or less accurate illumination model may be used to produee th
input of stylization methods saving computation time, simcti-
facts of an inaccurate model will be blurred anyway. In gahé¢he
higher the abstraction level, the lower the rendering guale may
choose. Additionally, it is worth noting that our routinesnk best
for games which provide a realistic rendering of the sceriea.
game has been been carefully designed to elicit a partioubad,
this conditions the final result of our routines. For examplgame
with a very dark appearance has a reduced palette, so tHesrafsu
reconstructing a bright, happy scene will not look belideab

6 Results

In order to prove the generality of our routines we have irgtgl
the effects into the video game called “Legends of Gironahaee
developed [Rodriguez et al. 2013], as well as into somedatain
Unity demo projects [Unity Demo Projects 2013]: Car tuthrkn-
gry bots and 3rd Person Shooter. In each case, integrathrding
the application of the scripts and parametrization to eréae de-
sired styles took no longer than a couple of minutes. Figufeobvs
screenshots from the tested games without stylization.nmiples
for edge detection, texture simplification, shadow coktian, de-
saturation and color transfer are shown by Figures 6, 7, Bd48,
respectively and explained in their caption.

We also tested the performance of our effects in the Car i&ltor
project on an Intel Core 17-2600 @ 3.4 GHz with an AMD Radeon
HD 6900 graphics card, frames per second values of the eliffer

Resolution | No NPR | Edges| Shadows
1024x768 | 60 60 60
1280x960 | 60 60 60
1600x1200| 60 58 41
1920x1080| 60 50 39
Resolution | Simplification | Desaturation
1024x768 | 60 60
1280x960 | 60 60
1600x1200| 58 60
1920x1080| 47 60
Resolution | Color transfer | All effects
1024x768 | 60 60
1280x960 | 60 59
1600x1200| 60 39
1920x1080]| 60 30

Table 1: Performance of the different effects. Note that the FPS
counter of Unity Car Tutorial used in our tests is limited 1.6

i

B

Figure 5: Images of the tested gamegthout stylization (a) Leg-
ends of Girona urban scene, (b) Legends of Girona histoscahe
no. 1, (c) Legends of Girona historical scene no. 2, (d) Ctorial,
(e) Angry bots and (f) 3rd Person Shooter.

6.1 In-game selection of effects

effects are shown in Table 1. We can see that most of the post-Mmost games have a menu to change the rendering parametars to i

processing has little effect on performance; however theutz
tions of shadows and edges can be expensive at high resslufio
minimum of 30 fps was obtained with all effects active at maxin
resolution, which we consider acceptable for the resultaiobd.

We also tested our effects to ensure that they did not irreerféth
other screen space effects. Figure 4 shows the effects mgpiki
combination with a post-processing filter to visualize tiaeng in

crease or decrease the realism of the visualization, toesswoth
playing experiences across different CPUs and GPUs. Thizsime
includes the activation of antialiasing, global illumiiwat and shad-
ows, among other parameters, and allows the user to chosse hi
prefered screen resolution.

Following this standard industry practice, we created aumten
control the different aspects of the NPR rendering. Witls get-

Dome and Immersapod immersive devices (details for the Dome ting, users can choose their preferred stilization in tieesmanner

filter can be seen in [Garcia et al. 2013]).

they change the difficulty of the game. Since all the pararseit
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Figure 6: Various edge enhancement effects, including black and gggoev\?é S(Q)aggm:r:f;;t:hégé\?vg'Iti('jn) Ssgi(cjj?)\\,/vvss ?/\iimncl:tghé?l)n?tlizk
white images and edge drawings guided by the color map. Edge ! A

map was produced by the method of [Winnemédller 2011]. The to The bottom row compares (_e) built-in shadows and (1) co mpiem
row shows (a) black and (b) colored edges, with constant edge tary color,.note that the original colors are mostly yell@hiimply-
thickness. The middle row compares (c) global and (d) depth- ing a blueish complementary color.

guided edge thickness, shadows are drawn with complementar
color. The bottom row combines black and white edge drawings
using depth-guided thickness with (e) black shadows arfalg€k
shadows with negative color.

Figure9: Desaturation examples: (a) no desaturation, (b) gradual
desaturation, (c) desaturation with sharp transition gsam expo-
(d) nential function of the depth and (d) focusing on a specifiuttle
level.

Figure 7: Texture simplification examples with luminance quan-
tization based on the methods of [Winnemoller et al. 2006]
and [Kyprianidis and Dollner 2008]. The bottom row showe th
ifferen tween fixed blur and (d) depth-guided-blote . ; : 7 .

?ha?ir? tﬁgslatt)teer :aese(lg)ss ;nd less deta(ils) arepkep% farﬂtﬂm the provide three predefined styles to help in the initial sgttfithe pa-
camera. rameters, and we p.rowde a high-level view of the paramgiace

to avoid overwhelming the final user. Figure 11 shows a sectemn

of the NPR menu, in which changes are immediately propadated

the scene which can be seen in the background to providelvisua
the effects can be changed at run-time, users are not coestra  feedback to the user.

in any way when designing their preferred style. Howeverdae



Figure11: NPR menu in Legends of Girona.

8 Future Work

For future work, we plan to perform a user study of the rowine
both for game developers and artists, on one hand, and on final
users and players, on the other hand, to validate the usshilof

the routines, and to study how each of them affects the pfagbr
ings. We would also like to investigate further possil@ltiof non-
invasive post processing effects, including stylizatiofishadow
shapes, stroke based rendering such as hatching, or thetide
peripheral vision discussed in Section 2. We will add thesjioiéty

of selective stylization to highlight desired parts of arage corre-
sponding to specific meaning and semantics. In a longer t@am,
plan to create a recommendation system that will help thetose
Figure 10: Results of color transfer (left column — (a), (c) and create a style which may depend on the kind of the scene td adap

(e)) for different example images (right column — (b), ()l &), the style and the atmosphere.
based on [Reinhard et al. 2001]. As one can see, specific moods ] N ]
are created using this method. Supporting additional engines, such as VR-Platform [V&Biten

2013] would also be advantageous. Our routines could also be
used with almost any existing videogame without modifyihg t
source code at all, by intercepting the drawing calls andnadd
the necessary processing. The OpenGL or DirectX libraris cal

7 Conclusions can be captured by creating a new library which defines theesam
functions, and which performs a passthrough by default & th
real library. Example libraries using this technique fored@L

) ) ) . are Bugle [Bugle 2013] and glintercept [glintercept 2013)i-

In this paper we investigated some possibilities for chagghe rect3D9Interceptor [Matt 2013] provides a similar funagdity for

rendering style of existing video games by applying postessing DirectX.

filters. In particular, edge enhancement and colorizatierture

simplication, shadow recoloring, abstraction-basedidsphsation

and color palette modification by example have been impléeden ACknowledgement

as GPU shaders to provide real-time performance. ) )
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We showed that the discussed methods can be integratedessimi
into any games with negligible efforts (we used four Unityries

and the Legends of Girona game as testbeds), allowing game de
velopers to easily make use of the recent results of the NRdR fie
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